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—® INSTRUCTION ACCESS;

—® OPERAND ACCESS;

INSTRUCTION 1

—® GENERATE I-ADDRESS; —» DECODE & GENERATE OPERAND ADDRESS;

—® INSTRUCTION ACCESS,

RESULT4 AVAILABLE

—® OPERAND ACCESS,

INSTRUCTION 2

—® GENERATE I-ADDRESS,

—®1 INSTRUCTION ACCESS;

— 1 EXECUTE INSTRUCTION;

RESULT, AVAILABLE

—» DECODE & GENERATE OPERAND ADDRESS, —® EXECUTE INSTRUCTION,»

— 1 OPERAND ACCESS;

INSTRUCTION 3

—® GENERATE I-ADDRESS;

—® DECODE & GENERATE OPERAND ADDRESS;

RESULT3 AVAILABLE

—

IBM 360/91 Fixed-Point Pipe
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DRAM Read Timing

tRP = 15ns tRCD = 15ns, tRAS = 37.5ns

Ban Row Activate (15ns

Precharge and Data Restore (another 22ns)

Wl

TIME > CL=8 BL=8

Cost of access is high; requires significant effort
to amortize this over the (increasingly short) payoff.



“Significant Effort” [deep pipes, reordering]

‘ \

Outgoing L
bus request A.

read data
Write X, data read data
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PRE
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Write Q, data
Write A, data
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Consequence: Due to buffering & reorderi
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Move from concurrency via pipelining
to concurrency via parallelism
(mirrors recent developments in CPU design)




DRAM Device Datarate (Mb/s)
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Problem: Capacity
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Commodity DRAM Devices Datarate:
~Doubling Every 3 Years
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New Generations of DRAM Devices (time)
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Problem: Bandwidth

e Like capacity, primarily a power [

and heat issue: can get more
BW by adding busses, but they
need to be narrow & thus fast.
Fast = hot.

¢ Required BW per core is
roughly 1 GB/s, and cores per
chip is increasing

e Graph: Thread-based load
(SPECjbb), memory set to
52GB/s sustained
... cf. 32-core Sun Niagara:
saturates at 25.6 GB/s
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Problem: TLB Reach

e Doesn’t scale at all (still small
and not upgradeable)

e Currently accounts for 20+%
of system overhead

e Higher associativity (which
offsets the TLB’s small size)
can create a power issue

e The TLB’s “reach” is actually
much worse than it looks,
because of different
access granularities

Maps ~1M

Effective Address

set #

byte

-

VPN bits
Cache
Index

TLB

PFN,

Permissions

~10MB

TAG

DATA TAG DATA

-One set

All tag sense-amps
are activated



Trend: Disk, Flash, and other NV

Disk
Load / Unload
Mechanism
Spindle & Motor Flash
Memory Arrays
Actuator

Magnet structure of
voice coil motor

e Flash is currently eating Disk’s lunch

e PCM is expected to eat Flash’s lunch



Obvious Conclusions |

e Want capacity without CPU (e.g. mU|tiC0re)

sacrificing bandwidth . Wia‘I—‘ast, narrow channels

Master Memory Controllzr

e Need a new memory

system architecture

e This is coming
(details will change,
of course)



Obvious Conclusions |

e Flash/NV is inexpensive, is fast
(rel. to disk), and has better
capacity roadmap than DRAM

e Make it a first-class citizen In
the memory hierarchy

e Access it via load/store
interface, use DRAM to buffer
writes, software management
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e Probably reduces capacity
pressure on DRAM system
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Obvious Conclusions |

e Flash/NV is inexpensive, is fast
(rel. to disk), and has better
capacity roadmap than DRAM

e Make it a first-class citizen In
the memory hierarchy

e Access it via load/store
interface, use DRAM to buffer
writes, software management

e Probably reduces capacity
pressure on DRAM system
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Obvious Conclusions Il

Process A Process B

Process C

\

e Reduce translation overhead
(both in performance & power)

e Need an OS/arch redesign

¢ Revisit superpages,
multi-level TLBs

e Revisit SASOS concepts,
*location of translation point/s*
(i.e., PGAS)

e Arguably a good programming
model for CMP

Y/

Global Virtual Space \ %
(11

Paged /
Segment /
Y

Physical Memory | [ 10

32-bit Effective Address

NULL
(segment only
partially-used)

Seg# Segment Offset
Segment Registers (16) |
52-bit Virtual
Address ‘ '
Segment ID Segment Offset
\ /\ /
y
TLB & Page Table
y \
Page Frame Number Page Offset

32-bit Physical Address
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e DRAMsim — the world’s most = S

Bandwidth (GB/s)
T

accurate (hardware-validated)
DRAM-system simulator:

3 Power

e “DRAMsim: A memory-system simulator.”
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K. Baynes, A. Jaleel, and B. Jacob.
SIGARCH Computer Architecture News, || »
vol. 33, no. 4, pp. 100-107. September ~ [f™ ' IF
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Problem: We don’t understand it very well



How It Is represented

if (cache miss(addr)) {

cycle count += DRAM LATENCY;

even In simulators with “cycle accurate” memory systems—no lie



Problem: Capacity

r
.

JEDEC DDRXx FB-DIMM
~10W/DIMM, ~20W total ~10W/DIMM, ~300W total




Problem: Bandwidth

Sometimes bandwidth is everything ...

Memory Weaver 667 MHz
Daughter Memory DDR-11

Card Controller DRAMs
32 or 64 GB Local Memory, with 8 MB shared L3 cache l J
HHHHH "HHEH o o o l-l-l-l-l~w15—l-l-l-l¥
HHHH- e —HHHH HHHH —HHHH
BlackWidow
ASIC
b
0.5 MB L2 Cache 0.5 MB L2 Cache 0.5 MB L2 Cache 0.5 MB L2 Cache
20.8 GF CPU 20.8 GF CPU 20.8 GF CPU 20.8 GF CPU
NIFO| | NIF1 NIFO| | NIF1 NIFO| | NIF1 NIFO| | NIF1

network ports

Cray Black Widow memory system 9.36 GB/s per direction



